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Self-Other Agreement in Multisource Feedback: The
Influence of Doctor and Rater Group Characteristics

MARTIN J. RoBERTS, MSc; JOHN L. CAmPBELL, MD; SuzanNE H. RicHARDS, PHD, MBPsS; CHRISTINE WRIGHT, PHD

Introduction: Multisource feedback (MSF) ratings provided by patients and colleagues are often poorly correlated
with doctors’ self-assessments. Doctors’ reactions to feedback depend on its agreement with their own perceptions,
but factors influencing self-other agreement in doctors’ MSF ratings have received little attention. We aimed to
identify the characteristics of doctors and their rater groups that affect self-other agreement in MSF ratings.

Methods: We invited 2454 doctors to obtain patient and colleague feedback using the UK General Medical Council’s
MSF questionnaires and to self-assess on core items from both patient (PQ) and colleague (CQ) questionnaires.
Correlations and differences between doctor, patient and colleague mean feedback scores were examined. Re-
gression analyses identified the characteristics of doctors and their rater groups that influenced self-other score
agreement.

Results: 1065 (43%) doctors returned at least one questionnaire, of whom 773 (73%) provided self and patient PQ
scores and 1026 (96%) provided self and colleague CQ scores. Most doctors rated themselves less favourably than
they were rated by either their patients or their colleagues. This tendency to underrate performance in comparison
to external feedback was influenced by the doctor’s place of training, clinical specialty, ethnicity and the profile
of his/her patient and colleague rater samples but, in contrast to studies undertaken in nonmedical settings, was
unaffected by age or gender.

Discussion: Self-other agreement in MSF ratings is influenced by characteristics of both raters and ratees.
Managers, appraisers, and others responsible for interpreting and reviewing feedback results with the doctor need
to be aware of these influences.
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Introduction

Multisource feedback is an established method of assess-
ing workplace performance and its suitability as a tool for
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assessing the professional performance of doctors has been
widely studied."> While the potential of such feedback to
improve doctors’ performance has been recognized, the ex-
tent of its impact on practice is influenced by a range of
factors related to the content of the feedback and the context
and format in which it is delivered and received.*~” One such
factor is “self-other agreement”: the congruence between ex-
ternal assessments of performance and an individual’s self-
assessment (in the sense described by Eva and Regehr as “an
unguided, personal, summative assessment of one’s own level
of ability or performance”).® While numerous studies have
reported on the incongruity between doctors’ perceptions of
their own performance and external measures,’ 10 realistic
self-assessment, conceptualized more broadly as a process of
collecting, interpreting, assimilating, and responding to in-
formation from multiple sources on one’s own performance,
has been regarded as a cornerstone of self-directed continu-
ing professional development.>!1~13 Self-other agreement is
an important part of this self-assessment process: studies of
feedback given to doctors have reported that disagreement
with negative feedback can not only cause distress to the
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doctors involved but may adversely affect the likelihood that
they will act upon it.!3~17

Research in nonmedical settings has found self-other
agreement in feedback ratings to be associated with a range
of demographic, professional, personality, and cultural char-
acteristics of ratees and their rater groups.!®~>* Moreover,
good agreement has been found to be positively related to
aspects of job performance such as effectiveness and lead-
ership ability.>!>* A number of studies have examined the
association of demographic and other factors with the accu-
racy of medical students’ self-assessments when compared
to “gold standards” such as faculty ratings or objective per-
formance measures.”>> As far as we are aware, however,
no detailed investigation of the association of such factors
with self-other agreement in multisource feedback ratings
of doctors has been undertaken. In light of the growing use
of multisource feedback in revalidation and other processes
requiring assessment of doctors’ professional performance,
the present study aims to address this gap in the literature.

We analyzed data from a recent large-scale study of multi-
source feedback in fully trained doctors.?® Having identified
the demographic and professional characteristics of the as-
sessed doctors and their rater groups that influenced variation
in patient and colleague feedback ratings,?’ our aim in the
present study is to identify the characteristics that are asso-
ciated with variation in self-other agreement. In examining
such variation, it is important not only to identify group dif-
ferences but to trace these differences back to their origin
in the separate ratings.’® For example, if a particular group
of doctors were found to overrate their patient consultation
skills, it would be important to ascertain whether the differ-
ence was caused by those doctors rating themselves more
favorably than other doctors or by patients rating them less
favorably (or both). Our analysis therefore aims to eluci-
date the characteristics that significantly influence variation
in self-other agreement.

Methods

An evaluation of the use of multisource feedback ques-
tionnaires developed for the UK General Medical Council
(GMC) provided patient, colleague, and self-assessed rat-
ings on the professional performance of fully trained doc-
tors. The two primary feedback instruments were a patient
questionnaire (PQ) containing 9 core performance evalua-
tion items and a colleague questionnaire (CQ) containing 18
such items. All items were rated using 5-point scales. A self-
assessment questionnaire incorporating both patient-related
and colleague-related items was sent to participating doc-
tors. The doctor questionnaire also included demographic
(age, gender, ethnicity, place of medical qualification) and
professional context (specialty, contractual role, time in role,
locum status, intensity of patient contact) items. Full details

of the patient and colleague instruments and their psychome-
tric properties have been published elsewhere.?-28

Self-Other Agreement Scores

Four measures of performance were derived for each doctor.
From the patient questionnaires we derived a “patient-PQ
score” for each doctor provided that, in line with our original
instructions to participants, at least 22 patient questionnaires
had been returned. The patient-PQ score was derived by
first calculating a mean rating for each core item where at
least 6 patients had returned a valid rating and then calcu-
lating the mean of these item means where more than half
were available. A parallel approach was adopted to derive a
“colleague-CQ score” where at least 8 colleague question-
naires had been returned and more than half of the possible 18
core item means were available. The self-assessment ques-
tionnaire furnished a mean score for the 9 patient-related
items (self-PQ score) and a mean score for the 18 colleague-
related items (self-CQ score). These scores were only derived
where more than half of the relevant items were scored. We
calculated the reliability (Cronbach’s alpha) of these 4 per-
formance scores.

We then calculated, where possible, two measures of self-
other agreement for each doctor: a PQ agreement score, de-
fined as their self-PQ score minus their patient-PQ score,
and a CQ-agreement score equal to their self-CQ score mi-
nus their colleague-CQ score.

Relative to assessments provided by their patients or col-
leagues, doctors could thus have under-rated their own per-
formance, resulting in negative PQ or CQ agreement scores.
Alternatively, they may have relatively overrated perfor-
mance, resulting in positive PQ or CQ agreement scores.
Under- or overrating could thus derive from variations in ei-
ther self-assessment or the assessments provided by others or
a combination of both. We considered the concept of under-
or overrating by doctors as reflecting their self-assessment
relative to the assessments provided by their patient or col-
league raters, rather than as a comparison with a predefined
“gold standard.”

Data Analysis

Statistical analysis was conducted in PASW Statistics 18.
Due to skewness and influential outliers in the patient- and
colleague-derived scores, we calculated Spearman’s rank
correlation coefficients between the self-PQ, patient-PQ,
self-CQ, and colleague-CQ scores. Paired sample ¢-tests
were used to test for differences between the 2 patient-
related scores, and between the 2 colleague-related scores.
We used multiple linear regression analysis to determine
which demographic, professional context, and rater sample
variables were independently associated with the PQ and CQ
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agreement scores and with the underlying self, patient, and
colleague scores. Potential predictors of (independent vari-
ables associated with) the PQ agreement score, the self-PQ
score, and the patient-PQ score (the dependent variables)
were entered into all 3 multiple regression models if a bivari-
ate regression of any one of these 3 scores on the predictor
resulted in a p-value below 0.10. Potential predictors of the
three corresponding colleague-related scores were selected
in the same way. In interpreting the multiple regression anal-
yses, we regarded variables as significant independent pre-
dictors of the outcome variable if, after correcting for other
variables in the model, the resulting p-value was less than
0.05.

To explain these independent predictors further we dis-
aggregated the source of the PQ or CQ agreement score,
determining whether variation in agreement was attributable
to differences in self-assessment, differences in patient- or
colleague-derived assessments, or both.

The methodology of the evaluation study from which this
analysis is derived was considered by the Devon and Torbay
NHS Research Ethics Committee but judged not to require a
formal ethics submission.

Results

A total of 2454 doctors from 11 UK trust settings were invited
to participate in the study; 1065 (43% participation rate)
returned at least 1 questionnaire and, of these, 773 (73%)
provided self-PQ and patient-PQ scores (Cronbach’s alpha =
0.90 and 0.87, respectively) and 1026 (96%) provided self-
CQ and colleague-CQ scores (Cronbach’s alpha = 0.91 and
0.94, respectively).

The doctors’ two self-ratings were strongly correlated
(Spearman’s rho = 0.815, p < 0.001), indicating a possible
halo effect in these scores, but neither was correlated with the
patient or colleague ratings (tho = —0.013 to 0.069). The pa-
tient ratings were positively, though weakly, correlated with
the colleague ratings (tho = 0.320, p < 0.001). The major-
ity of doctors underrated themselves when compared to the
assessments of their patients and colleagues (paired sample
t-tests, p < 0.0001 in both cases) and consequently 82%
of PQ and 86% of CQ agreement scores were negative (PQ
agreement score mean = —0.47, standard deviation = 0.46,
N =773, skewness = —0.331; CQ agreement score mean =
—0.47, standard deviation = 0.44, N = 1026, skewness =
—0.087).

Agreement With Patient Ratings

Variables not included in the linear regression model for the
PQ agreement score were: the doctor’s frequency of contact
with patients, the doctor’s length of time in their current
contractual role, and the proportion of patients returning their

questionnaire by post. Variables removed from the model due
to multicollinearity were the proportion of patients under 15
years of age, the proportion in Asian ethnic groups, and the
proportion whose questionnaire was completed by a proxy.
The final model (TABLE 1) accounted for 12.4% of the
variation in PQ agreement scores. Independent predictors of
those scores were the doctor’s region of primary medical
qualification and the proportion of young (under 21years)
and old (60 years or over) patients.

Given the overall tendency of doctors to rate them-
selves less favorably than did their patients, it was evident
(FIGURE 1) that, relative to their patients’ assessments, UK-
trained doctors underrated themselves more severely than
doctors trained elsewhere. Doctors trained outside the United
Kingdom tended to either rate themselves more highly than
their UK-trained peers (non-UK European-trained doctors)
or to receive less favorable patient feedback scores (South
Asian-trained doctors) or both (doctors trained in “other” re-
gions), resulting in higher PQ agreement scores (TABLE 1).
The proportion of younger (under 21 years) and older (60
years or over) patients in the rater sample both had a nega-
tive effect on doctors’ PQ agreement scores. This was due
to lower self-assessments by those doctors who had higher
proportions of patient respondents in these age groups.

Agreement With Colleague Ratings

Variables not included in the linear regression model for the
CQ agreement score were the doctor’s frequency of contact
with patients, the doctor’s length of time in his or her cur-
rent contractual role, and the percentage of colleague raters
who were trainee doctors. Variables removed from the model
due to multicollinearity were the proportion of colleagues
in Asian ethnic groups, the proportion in daily contact with
the doctor, the proportion in administration/managerial roles,
and the proportion in allied health care roles. The final model
(TABLE 2) explained 15.6% of the variation in CQ agree-
ment scores. Independent predictors of the CQ agreement
score were the ethnicity, region of primary medical qualifi-
cation and specialty group of the doctor and the proportion
of their colleague sample who were qualified doctors or who
reported more frequent professional contact with the doctor.

Compared to UK- and South Asian—trained doctors,
doctors qualifying from other regions tended to under-
rate themselves less severely relative to the assessments
provided by their colleagues. This was a result of both
higher self-assessments and lower colleague feedback scores
(TABLE 2). Doctors from Asian ethnic groups tended to
receive less favorable colleague feedback and consequently
underrated themselves less severely relative to the assess-
ments provided by their colleagues than those from White
ethnic groups (FIGURE 2).
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TABLE 1. Effect of Doctor and Patient Sample Characteristics on Agreement, Self- and Patient-Assessed Scores for Patient-Related Items

PQ agreement

Self-PQ score®

Patient-PQ score®

Subgroup
size® p° B¢ (95% CI)® p° B¢ (95% CI)® Pe B¢ (95% CI)®
Doctor characteristics
Gender 0.502
Male 466 Ref
Female 248 0.027  (—0.051,0.105)
Age group 0.121
20-39 132 Ref
40-49 319 0.066 (—0.027, 0.158)
50-59 198 0.069 (—0.034, 0.171)
60 and over 65 0.173 (0.031, 0.315)
Ethnic group 0.436
White 568 Ref
Asian 109 0.072 (—0.091, 0.235)
Other 37 0.088 (—0.075, 0.250)
Region of PMQ' 0.000 0.000 0.000
United Kingdom 536 Ref Ref Ref
EEA® (non-UK) 37 0.296 (0.146, 0.446) 0.265 (0.116, 0.414) —0.031  (—0.068, 0.006)
South Asia 77 0.247 (0.051, 0.442) 0.164 (—0.029, 0.358) —0.082 (—0.130, —0.035)
Other 64 0.269 (0.136, 0.402) 0.212 (0.080, 0.343) —0.057 (—0.090, —0.024)
Clinical specialty group 0.903
General practice 331 Ref
Medical 199 —0.018  (—0.120, 0.083)
Surgical 124 0.028 (—0.079, 0.134)
Psychiatry 24 0.054 (—0.139, 0.246)
Other 36 0.010 (—0.152,0.172)
Locum status 0.611
Nonlocum 692 Ref
Locum 22 0.051 (—0.147, 0.250)
Contractual role 0.605
Consultant / GP 619 Ref
Other 95 0.028 (—0.077, 0.132)
Patient sample characteristics"
% of patients who are female 0.503 —0.007 (—0.028,0.014)
% of patients who are under 21 0.045 —0.026 (—0.051,—0.001) 0.038 —0.027 (—0.052,—-0.002) 0.824 —0.001 (—0.007, 0.006)
% of patients who are over 60 0.005 —0.027 (—0.046, —0.008) 0.009 —0.025 (—0.044,—-0.006) 0.350 0.002 (—0.002, 0.007)
% of patients whose ethnic group is *white’. 0.589 —0.010 (—0.046, 0.026)
% of patients whose visit is *very important’ 0.989  0.000 (—0.031, 0.031)
% of patients who are seeing their usual doctor 0.638 —0.004 (—0.018,0.011)

aRegression models for these variables included all predictor variables but we report results only for significant predictors of the agreement score. *Sample
size = 714 doctors. ¢ P-value for significance of predictor. ‘Regression coefficient (Ref denotes the reference category). “Wald-based confidence interval.
fPrimary Medical Qualification. #European Economic Area. "Coefficients expressed as the increase in the outcome variable per 10% increase in the

predictor.
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FIGURE 1. Boxplots of Patient Agreement Score by Doctor’s Region of Primary Medical Qualification (° indicates an outlier in the data, greater than 1.5

times the interquartile range below the lower quartile. N = 714.)

In contrast, hospital doctors in the “medical” specialty
group received more favorable colleague feedback and hence
underrated themselves more severely relative to the assess-
ments provided by their colleagues than did general practi-
tioners, surgeons and psychiatrists (TABLE 2).

The profile of the colleague sample also influenced self-
other agreement. Doctors with a higher proportion of col-
leagues who reported more frequent professional contact
with the doctor received more favorable colleague feedback
scores and hence underrated themselves more severely. Doc-
tors with a greater proportion of medically qualified col-
leagues in their rater sample tended to self-assess themselves
more highly, resulting in greater congruence with their col-
league ratings.

Discussion

Despite the growing use of multisource feedback as a tool
to aid the professional development of doctors and the rec-
ognized effect of self-other agreement on reactions to such
feedback, the factors that may influence this agreement (or
lack of it) have hitherto received little attention. Based on a
large sample of fully trained doctors, our study has exam-
ined the correlations and differences among self, patient, and
colleague ratings of doctors’ professional performance. We
have identified demographic and professional characteristics
of the doctors and their rater groups that influenced self-other
agreement in feedback scores.

In common with studies of self-assessment amongst med-
ical students and of feedback on the performance of prac-
ticing doctors,'%2°=3! we found doctors’ self-ratings to have
no correlation with those of other rater groups, though this
finding is not universal.’ Patient ratings were positively cor-
related with colleague ratings, though, like those reported
elsewhere,!-32 these correlations were weak. We cannot say,
however, that one group of raters has accurately assessed the
doctor and that the other two sources are “wrong”: the notion
that any rater group provides a gold standard against which
to judge the accuracy of others is misleading.?® The patient-,
colleague- and self-ratings are simply differing sources that
contribute to the data-gathering stage of the doctor’s self-
assessment process while the extent of self-other agreement
may influence the interpretation, assimilation, and response
stages. Our study therefore supports the view that a partic-
ular strength of multisource feedback is to provide distinct
perspectives on the assessed doctor that combine to give “a
more complete picture of performance.”!

We found that self-other agreement was influenced by the
doctor’s region of primary medical training and, in the case
of doctor-colleague agreement, by their ethnic background.
These observations suggest the existence of a cultural com-
ponent to self-other agreement in the medical profession. We
report these findings for the first time in relation to the profes-
sional practice of doctors, although similar observations have
been made in nonmedical settings.!*~>?> We also found varia-
tion in agreement scores to be associated with aspects of the
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TABLE 2. Effect of Doctor and Colleague Sample Characteristics on Agreement, Self- and Colleague-Assessed Scores for Colleague-Related Items

CQ Agreement Self-CQ score® Colleague-CQ score*
Subgroup
size® P¢ B¢ (95% CI)* Pe B¢ (95% CI)* P¢ B¢ (95% CI)*
Doctor characteristics
Gender 0.767
Male 619 Ref
Female 330 0.009  (—0.052,0.071)
Age group 0.078
20-39 182 Ref
40-49 429 0.022  (—0.050, 0.095)
50-59 260 —0.015  (—0.097, 0.067)
60 and over 78 0.130 (0.006, 0.254)
Ethnic group 0.049 0.316 0.043
White 750 Ref Ref Ref
Asian 146 0.152 (0.015, 0.290) 0.076  (—0.057, 0.208) —0.077 (=0.137, —0.016)
Other 53 0.097  (—0.032,0.225) 0.075  (—0.049, 0.200) —0.021  (—0.078, 0.036)
Region of PMQ' 0.000 0.002 0.001
United Kingdom 707 Ref Ref Ref
EEA# (non-UK) 49 0.258 (0.138,0.378) 0.169  (0.053, 0.285) —0.089 (—0.142, —0.036)
South Asia 107 0.124  (—0.036, 0.283) 0.087 (—0.067,0.241) —0.036  (—0.106, 0.034)
Other 86 0.205 (0.100, 0.311) 0.146  (0.044, 0.248) —0.060 (—0.106, —0.013)
Clinical specialty group 0.008 0.141 0.000
General practice 355 Ref Ref Ref
Medical 320 —0.077 (—0.152, —0.002) 0.007  (—0.065, 0.079) 0.084 (0.051,0.117)
Surgical 169 0.038  (—0.047,0.123) 0.097  (0.014,0.179) 0.059 (0.021, 0.096)
Psychiatry 53 0.099  (-0.030, 0.229) 0.049  (=0.076, 0.174) —0.050  (—0.107, 0.007)
Other 52 —0.022  (—0.147,0.103) 0.037 (—0.083, 0.158) 0.059 (0.004, 0.114)
Locum status 0.914
Nonlocum 926 Ref
Locum 23 0.010  (—0.164,0.184)
Contractual role 0.309
Consultant/GP 825 Ref
Other 124 0.043  (—0.040, 0.127)
Colleague sample characteristics"
% of colleagues who are under 30 years old 0.670 —0.010  (—0.053, 0.034)
% of colleagues who are 60 or more years old 0.233  —0.020 (-0.054,0.013)
% of colleagues who are female 0.375 0.010 (—0.012, 0.032)
% of colleagues whose ethnic group is *white’ 0.068 —0.023 (—0.048, 0.002)
% of colleagues who are doctors (inc. trainees) 0.032  0.027 (0.002,0.052)  0.074 0.022 (—0.002,0.046) 0.338 —0.005 (—0.016, 0.006)
% of colleagues who currently work with the doctor 0.127 —0.019 (—0.043, 0.005)
% of colleagues who are/were in daily or weekly 0.024 —-0.022 (—0.041, —-0.003) 0.467 —0.007 (—0.025,0.012) 0.000 0.015 (0.007, 0.023)

contact with the doctor
% of colleagues who returned a paper version 0.342 —0.006 (—0.018, 0.006)

of the questionnaire

“Regression models for these variables included all predictor variables but we report results only for significant predictors of the agreement score. *Sample
size = 949 doctors. ¢ P-value for significance of predictor. ‘Regression coefficient (Ref denotes the reference category). “Wald-based confidence interval.
"Primary Medical Qualification. €European Economic Area. "Coefficients expressed as the increase in the outcome variable per 10% increase in the
predictor.
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FIGURE 2. Boxplots of Colleague Agreement Score by Doctor’s Ethnic Group (° indicates an outlier in the data, greater than 1.5 times the interquartile

range below the lower quartile. N = 949.)

doctor’s working environment (clinical specialty, profile of
the patient and colleague respondents), adding support to the
view that self-assessment is a complex process. Our finding
of variation in self-colleague agreement across different clin-
ical specialties contrasts with the results of Violato and col-
leagues, who found no differences in agreement among psy-
chiatrists, pediatricians, and internal medicine specialists.*?
Our results give no support however, to the notion that self-
other agreement might improve as doctors gain professional
experience: neither age nor seniority (as indicated by “con-
tractual role”) were significantly associated with variation in
agreement scores. Gender was also not a significant predictor
of this variation. These results for age and gender differ from
those found in nonmedical settings, where males and older
ratees have consistently been found more likely to overrate
their own performance in comparison to feedback ratings
provided by others.?0~22

Negative reactions to multisource feedback are more
likely to occur when external ratings are less favorable
than anticipated.'®!>17:3* However, like several previous
studies,30-32:35:36 we found that most doctors underrated
themselves in comparison to their patient and colleague rat-
ings. This suggests that only a small minority of doctors
will react negatively to such feedback. Our results indicate,
however, that certain subgroups of doctors (eg, those doctors
who trained outside of the United Kingdom, those with a
greater proportion of medically qualified colleagues in their
rater sample) are likely to be overrepresented in that minority.

Doctors who overrate their professional performance relative
to the assessments provided by others may represent poten-
tial risks to patient safety through a relative lack of insight
into their lower performance as assessed by external sources
such as patients or colleagues. It is, however, more difficult
to interpret the potential implications of serious underrating,
which was much more common in our data. Whether serious
underrating reflects a worrying lack of insight on the part of
some doctors or whether they are simply “gaming,” either to
avoid appearing overoptimistic about their own performance
or to circumvent disappointment, is a matter of speculation.

The study has a number of limitations. In reality, mul-
tisource feedback is not simply reported as a single score
averaged across all questionnaire items and other features of
the way in which the feedback might be presented (eg, mean
scores for individual items, allocation into norm-referenced
percentile bands, comparison with specialty benchmarks, in-
clusion of anonymized free text comments) may influence
practitioners’ responses. The present study casts no direct
light on these alternative forms of feedback, though it is rea-
sonable to infer from our findings that self-other agreement
in those forms could also be influenced by characteristics
of the doctors and their rater groups. The particular char-
acteristics that influenced self-other agreement in our UK-
based study may not, however, apply elsewhere in the world.
A further limitation of the study is the volunteer nature of
the sample, which, albeit participating and nonparticipating
doctors were demographically similar,”® may have led to
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underrepresentation of poorly performing doctors. This may,
in part, explain the predominance of underrating in our study
as poorer performers are recognized as being more likely
to overrate their own performance.®3”-3% Our choice of the
arithmetic difference between the self- and other assessment
scores as our measure of self-other agreement may also have
influenced our findings. This choice was based on simplicity
and precedent but is not the only possibility: other measures
such as absolute differences and correlations have been used
elsewhere.2*3° Violato and colleagues, for example, used
differences in mean percentile ranks to examine doctor-peer
rating agreement.*> In common with many UK-developed
multisource feedback instruments, the GMC colleague ques-
tionnaire was designed for use by both peers (other doctors)
and coworkers (other health care professionals, managers,
and administrators). This approach can be justified by the
argument that splitting colleagues into peers and coworkers
is an oversimplification of the complex web of professional
relationships that surround the assessed doctor. Rather than
develop two separate questionnaires, a wider perspective is
gained by offering all items to all colleagues, allowing them
to rate whichever aspects of the doctor’s professional per-
formance that they feel able to rate. While this approach is
partly justified by our previous finding that the professional
makeup of a doctor’s colleague group does not affect their
mean rating,?” it does have the disadvantage of making com-
parisons with studies that use separate peer and coworker
instruments less straightforward.

Leadership has been identified as important for quality
improvement in health care and for the ongoing develop-
ment of the medical profession in the 21st century, leading
to calls for greater emphasis on the importance of medi-
cal leadership and to initiatives to improve leadership and
management skills by embedding them in medical educa-
tion curricula.**~*> We referred in our introduction to the
finding, in nonmedical settings, that close agreement with
others’ feedback ratings is positively correlated with lead-
ership ability.?!>* This is not a connection that the current
study was able to investigate, but it may, in light of current
interest in medical leadership, provide a fruitful avenue for
further research into self-other agreement. The proportions
of variance in self-other agreement scores explained by our
regression models may also indicate scope for further re-
search. These proportions were relatively low (12.4% and
15.6% for the patient and colleague models, respectively),
suggesting the existence of factors associated with variation
in self-other agreement that were not included in our models.

Conclusions

Self-assessment is widely seen as an important process
in the largely self-regulating profession of medicine, yet
doctors are recognized to be poor self-assessors.®~!'! Regular

Lessons for Practice

» Doctors’ self-ratings were both uncorrelated
with and less favorable than the ratings pro-
vided by their patients or colleagues.

e The tendency to underrate performance
in comparison to external feedback was
stronger in UK-trained doctors than in those
trained abroad and was influenced by the
doctor’s ethnicity, clinical specialty, and the
profile of his/her patient and colleague rater
samples.

« Self-other agreement, which can influence
reactions to feedback, may therefore be af-
fected by cultural background and clinical
setting.

* In contrast to studies conducted in nonmed-
ical settings, the tendency to underrate was
unrelated to the doctor’s age or gender.

validation of self-assessments by comparison with external
assessments such as those arising from multisource feedback
has therefore been recommended as a vital part of the ongo-
ing cycle of continuing professional development,'23343.44
Eva and Regehr emphasized the importance of “understand-
ing factors that influence our ability to absorb these external
sources of feedback in developing a coherent self-awareness
of our strengths and weaknesses.”® We have shown that dis-
crepancies between patient and colleague feedback ratings
and doctors’ self-ratings, which are undoubtedly a factor
influencing the ability to absorb feedback, may be influ-
enced by characteristics of both the doctors and of their rater
groups. In situations where, as recommended by Sargeant
and others,>!31445 doctors are assisted in assimilating their
feedback by the provision of “facilitated reflection on feed-
back,” both providers and facilitators must be aware of these
potential influences. This has important implications for the
growing number of countries that have incorporated, or are
intending to incorporate, multisource feedback in their pro-
cesses for revalidation or recertification of practicing doctors.
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